Consider the time dimension: theorizing and formalizing sequential media selection
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Abstract

Existing media-selection theories predominantly consider media selection at a static moment-in-time. However, such theorizing is out-of-step with today’s media landscape, which is dominated by sequential media consumption where future media selection is dependent on previously selected media. Ignoring the dependencies among sequential media selection leads to a failure to theorize and model the time-evolving nature of media selection. To bridge this gap, we review computational modeling methods and offer an integrative theoretical framework for studying sequential media selection. In doing so, we lay the theoretical and methodological foundation necessary for state-of-the-art research focused on understanding the underlying mechanisms of, and sequential dependencies among, media selection. Our sequential media-selection framework helps media researchers by theorizing and formalizing processes related to learning, exploration vs. exploitation, and foraging. The outcome is a manuscript that builds on existing theory and research to offer a roadmap for next-generation media-selection inquiry.
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Media shapes people’s minds (Weber et al., 2015; Schmälzte, 2022), psychological well-being (Ostic et al., 2021; Xu et al., 2016), beliefs (Anspach & Carlson, 2020; Veenstra et al., 2014), and behaviors (Nabi & Oliver, 2009), as well as society more broadly (Perse & Lambe, 2016). People’s selective exposure to content determines how media influences audiences. Thus, it is crucially important to understand how and why people select different types of media. This is because a better understanding of media selection helps researchers and practitioners generate more effective campaign strategies, more accurate estimates of media effects, and more comprehensive understanding of the media economy more broadly. In summary, if we are going to understand the causal process of media content → media reception → media effects (Schmälzte & Huskey, 2023), then we must understand how and why people select media in the first place.

Existing theories explore how media content and audience characteristics impact media selection. These theories almost universally specify media selection as a singular, snapshot, decision-making event (Figure 1A). Research within this paradigm has revealed hard-won insights into mechanisms that govern media selection (for a review, see Hartmann, 2009). At the same time, we know that media selection happens in a dynamic environment, and that media preferences systematically vary over time (Shade et al., 2015). Therefore, any mechanistic explanation of media selection that does not consider the time dimension is necessarily incomplete.

To bridge this gap, we theoretically integrate well-documented mechanisms of media selection with decision theoretic models of sequential choice (Figure 1B). Our article begins by briefly reviewing existing frameworks for studying static media selection with a particular focus on well-studied mechanisms. Subsequently, we consider how these mechanisms can be extended to account for sequential media selection using five different decision theoretic computational models: Markov chain (MC) and Markov decision process (MDP), reinforcement learning (RL), exploration exploitation (EE), and optimal foraging theory (OFT). In these sections, we pay particular attention to each model’s assumptions and how these assumptions unlock new ways of studying sequential media selection. We conclude with suggestions for researchers looking to develop and test new theories using these computational approaches.

Content and audience characteristics govern static media selection

Media selection theories consider people’s media choice as a static selection problem (Sears & Freedman, 1967); that is, why people prefer one type of media content over alternatives in a static decision-making scenario. This process is typically understood as a type of selective exposure. Selective exposure is a rather broad term that has been explored across a number of different domains (for reviews, see Knobloch-Westervick, 2014; Sears & Freedman, 1967). Therefore, we draw on a narrower definition and characterize selective exposure as media selection “behavior that is deliberately performed to attain and sustain perceptual control of particular stimuli events” (Zillmann & Bryant, 2013, p. 2).

A number of theoretical models have been proposed in order to explain media selection. Among the oldest, mood management theory (MMT) suggests that media selection is a function of people’s affective state and media content’s affective characteristics (Zillmann, 2000). As a normative theory from a hedonistic perspective, MMT hypothesizes that...
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Figure 1. (A) Static media-selection theories suggest that media choices are determined by the interaction between media content characteristics (e.g., valence, arousal, information utility, media use) and audience characteristics (e.g., gender, mood, gratifications sought). (B) Theorizing sequential media selection suggests that media choices are also heavily dependent on previously chosen choices. Specifically, previous media choices might change people’s mood state, help people learn the expected value of a specific type of media option, induce boredom, elicit a bias against choosing similar media options, and guide people to explore novel media messages. A key distinction between static media selection and sequential media selection is that sequential media selection considers the time dimension of media choices and aims to understand the temporal dependencies among sequential media choices.

Humans are rational optimizers of pleasant feelings; therefore, people choose media content that maximizes happiness. Decades of research demonstrate that affective characteristics (i.e., arousal, valence) shape people’s media selection, but in ways that somewhat deviate from MMT’s original hypotheses (Carpentier, 2020; Gong et al., 2023; Nabi, 2020).

Besides affective characteristics, Atkin (1973) suggests that information utility, referred to as the perceived usefulness of information for fulfilling a goal, largely determines media selection behavior. Different from the hedonistic perspective, information utility theory adopts a utilitarian framework and argues that information-seeking media selection is driven by extrinsic motivation. Supporting these claims, informational features explain people’s news consumption and health message exposure (Knobloch-Westerwick et al., 2005). Moreover, intrinsic motivations for autonomy, competence, and relatedness appear to govern people’s media selection behaviors (Reinecke et al., 2012).

Collectively, these theoretical explanations demonstrate that media content (e.g., affect, utility) and audience characteristics (e.g., affect, motivation) govern media selection. However, the integrative linkages between these theoretical explanations are not immediately clear as they are usually investigated independently rather than under a common theoretical and analytical framework.

Meta-theoretic frameworks suggest computational models govern media selection

Uses and gratifications (U&G) is a framework for integrating content and audience characteristics (Katz et al., 1973). U&G suggests that individuals are goal-oriented and driven by specific needs and gratifications, which are actively sought from media (Ruggiero, 2000). These needs and corresponding gratifications can be categorized into multiple classes, including cognitive needs, affective needs, personal identity, social interaction, escapism, and habitual needs (Katz et al., 1973). Insightfully, U&G recognizes that individuals are gratification seekers and needs satisfiers who choose media content that is expected to optimally satisfy perceived needs (Jensen & Rosengren, 1990; McQuail, 1997). This hints that people select media based on an internal algorithmic model that estimates anticipated gratifications from different media options based on an individual’s needs.

Unlike U&G, which uses a discrete categorization of media gratifications, expectancy value theory (EVT) suggests that media choices are determined by the expected value of media options (Fishbein & Ajzen, 1975). Expected value is a function of the estimated likelihood of instrumental and experiential outcomes multiplied by the subjective valuation of each outcome. Thus, EVT offers an algorithmic explanation of media selection that maps perceived media features with an individual’s internal mental states into a singular valuation. Crucially, both U&G and EVT verbally specify, but never computationally formalize, the algorithmic steps that govern the generative process of granular media selection behavior. Computational models (Guest & Martin, 2021; Smaldino, 2020) are one way of mathematically formalizing an algorithmic model.

Initial theorizing (Fisher & Hamilton, 2021) has computationally formalized the algorithmic models that govern media selection as a type of value-based decision making (Rangel et al., 2008). Value-based decision making involves three stages—option representation, option valuation, and option selection. In media selection contexts, media options are represented as a set of content characteristics (e.g., affect, utility), which are evaluated depending on a set of audience characteristics (e.g., affect, motivation). A valuation function integrates these characteristics to form a singular subjective value for each option such that higher value indicates stronger preference (Figure 1A; Levy & Glimcher, 2012).
Subsequently, the subjective values for each option are compared. This comparison yields an outcome such that the higher value media option, or the option that will result in greater reward, has a higher probability of being selected (Gong & Huskey, in press).

Integrating verbal theories and computational models to explain static media selection

It is possible to integrate existing media-selection mechanisms with computational value-based decision-making models. Let us begin by specifying a domain-general valuation function (Equation 1; Roberts & Hutcherson, 2019). We then account for existing media-selection mechanisms that specify content and audience characteristics by including each as terms in the function.

\[ V(F, S) = \beta_1 F + \beta_2 S + \beta_3 F \times S. \]  

(1)

In this function, the subjective value \( V \) of a media option (e.g., a movie) is a function of an individual’s perceptions of a media option’s features \( F \) (content characteristics) and an individual’s current state \( S \) (audience characteristics). How should we operationalize the parameters in this function? We can turn to existing theory for answers. For example, MMT specifies how affective (operationalized in terms of arousal and valence) media features and an individual’s affective state together explain media selection. Drawing on MMT, it is possible to express the value people attribute to a given media option as a linear combination of affective characteristics of media content features and the audience’s current mood state (Equation 2).

\[ V_{\text{option}} = \beta_0 + \beta_1 \text{MovieValence} + \beta_2 \text{MovieArousal} + \beta_3 \text{MoodValence} + \beta_4 \text{MoodArousal} \]  

(2)

\[ + \beta_5 \text{MovieArousal} \times \text{MoodValence} + \epsilon. \]

After media options are evaluated by the subjective valuation function (e.g., Equation 2), people are expected to select the media option, from an array of options, with the highest subjective value. In the simplest case, a two-choice decision, it is possible to formalize this as:

\[ \text{MediaSelection} = f(V_{\text{optionA}} - V_{\text{optionB}}). \]  

(3)

As a first start, this exact formalization of MMT has been empirically tested (Gong et al., 2023) using a computational drift diffusion model (DDM; Ratchiff, & McKoon, 2007). However, one core limitation of this project, and the DDM more generally, is that each choice is represented as a static decision. In what follows, we discuss how to account for the time dimension.

Theorizing and computationally modeling sequential media selection

People’s media selection depends on previously selected media (Gong & Huskey, 2023). In fact, people’s media selection, such as music listening, web browsing, Wikipedia reading, and social media engagement can be explained and predicted by people’s previous media-selection histories (Gong & Huskey, 2023; Lindström et al., 2021; Lydon-Staley et al., 2020; Tria et al., 2014). Existing theory and research largely ignores this temporal dependency. Therefore, our understanding of people’s media selection is necessarily incomplete. In this section, we discuss approaches that account for temporal dependencies in media selection and provide theoretical extensions that increase our understanding of people’s sequential media selection.

As previously demonstrated, people’s media selection can be understood as a value-based decision-making process where the value of media options is a function of media content and audience characteristics (Equation 1). Arguably, audience characteristics, particularly an individual’s mental state, are not stationary but instead vary from decision to decision, and are influenced by preceding media choices. For example, MMT proposes that media selection depends on people’s mood state and media’s affective features. Importantly, previously selected media may influence an individual’s mood state, which will consequently influence their subsequent evaluation of media options and impact their subsequent media selection (Figure 1B). This temporal dependency between media effects and media selection (Fisher & Hamilton, 2021) lays the foundation for our argument about sequential media selection.

In order to understand sequential media selection, we need to clearly specify its dynamic nature. Accordingly, we define sequential media selection as a series of media decisions where (1) the decisions are not independent and (2) the state of the decision-maker changes as a consequence of previous choices (Brehmer, 1992). Formally, sequential media choices can be defined as a sequence: \( C_1, C_2, \ldots, C_t \), where \( C_t \) denotes the media choice \( C \) at time \( t \). We can also define the temporal dependency between sequential media choices as follows:

\[ P(C_t|C_{t-1}, C_{t-2}, \ldots) \neq P(C_t). \]  

(4)

This shows that the conditional probability of choosing an option at a specific time point \( C_t \) depends on previous choices \( (C_{t-1}, C_{t-2}, \ldots) \) and, therefore, is not equal to the marginal probability of choosing the option \( P(C_t) \). Said differently, the probability that an individual will select a given media choice in a static media-selection context is not the same as the probability that an individual will select a given media choice in a sequential media-selection context.

This dynamic structure of sequential media choices can be described in semantic and temporal dimensions. In the semantic dimension, researchers study the semantic distribution of what people choose in a choice sequence. For instance, someone listening to music might choose to listen to a semantically similar (e.g., song from the same artist) or dissimilar (e.g., song from a different artist) song relative to previously listened-to songs. This behavior has been explained using a novelty-driven probability model (Tria et al., 2014). In the temporal dimension, researchers can study the temporal distribution of when people choose a specific media option. For instance, the time frequency of people’s social media posting can be explained by the amount of social rewards (e.g., number of “likes”) received from previous posts, such that the more “likes” people receive, the faster people will make their future posts (Lindström et al., 2021).

In general, semantic dimensions of sequential media choices answer questions about what is selected, and the temporal dimension answers questions about when selection
occurs. Both can be computationally modeled as a value-based decision-making process. The next question is how can we model the time-varying dependency of sequential media choices? There are two main approaches in the decision-making literature to address this question: descriptive models and normative models (Bell et al., 1988). Descriptive models are a data-driven approach aiming to model what people actually choose. These are particularly useful for theory generation. On the other hand, normative models assume that people are value optimizers, and thus aim to answer selection questions after accounting for cost/benefit tradeoffs. Unlike descriptive models, normative models are confirmatory in nature, and require strong hypotheses. Drawing from both approaches, we now propose several models for investigating sequential media selection.

**Descriptive modeling: MC and MDP**

**The model and its assumptions**

We have demonstrated the dependency between media effects and media choices that governs sequential media selection. MC models (Vermeer and Trilling, 2020) are one way of accounting for this dependency, with some simplifying assumptions. Instead of modeling all prior media selection (as in Equation 4), MC models assume that media selection (C_t) depends only on the immediately preceding choice (C_{t-1}), as shown in Equation (5).

\[
P(C_t | C_{t-1}, C_{t-2}, \ldots) = P(C_t | C_{t-1}).\tag{5}
\]

One limitation of MC models is that they do not explicitly account for the interaction between selection and the effect (the psychological state resulting from a choice). MDP (Figure 2B; Sutton & Barto, 2018) address this limitation by specifying three interactive components: choice (C), state (S), and a reward function of the coupled choice and state (Q(C_t, S_t)). In detail, the reward function is defined as the expected value (E) of reward (R_t) after choosing an option (C) given the current state (S_t) (Equation 6). The option (C_t) that maximizes the reward function will be chosen (Equation 7), which results in a future state (S_{t+1}) and state transition probability (P(S_{t+1} | S_t, C_t)) (Equation 8).

\[
Q(C, S_t) = E(R_t | C, S_t).\tag{6}
\]

\[
C_t = \text{argmax}_C (Q(C, S_t)).\tag{7}
\]

\[
P(S_{t+1} | S_t, C_t) = P(S_{t+1} | S_t, C_t).\tag{8}
\]

Unlike MC that specifies the choice distribution as governed by the conditional probability P(C | C'), MDP suggests that the choice distribution is determined by both previous choices and previous states, governed by a reward function, and the state transition probability.

**The model as applied to sequential media selection**

How might this approach be used to examine sequential media selection? Consider a scenario with three media options (e.g., comedy, crime, affectively neutral). A simple MC model could be used to estimate the sequential movie selection process as shown in Figure 2A. In this example, the MC model will analyze the sequential dependencies of media selection by estimating the conditional transition probabilities, such as the probability of watching a crime movie after watching a crime movie, comedy movie, or action movie. This content-focused data-driven approach may serve as a foundation for theory building. If consistent transitions are observed across a range of media, then it may be possible to theorize generalizable mechanisms that account for, or explain, these transition probabilities (Vermeer & Trilling, 2020).
As an extension of the MC model, the MDP model accounts for audience (state) characteristics in addition to content characteristics. Let’s return to our movie selection example. At each timepoint, an individual needs to estimate their current mood state (e.g., happy), as well as how much reward can be obtained from available movie options (e.g., crime movies) and the mood state that will result from selecting a given movie option (e.g., sad). We might expect, therefore, that people will select the movie option that they estimate will result in the best possible reward outcome (Figure 2B). What theoretical mechanisms govern these outcome estimations? We might turn to existing theories suggesting that people are hedonistic or utility maximizers. Alternatively, the MDP model might provide a foundation for computationally formalizing to the growing body of literature examining emotional trajectories (e.g., Keene & Lang, 2016; Wang & Bailey, 2023) or flows (e.g., Nabi & Green, 2015) during media use.

Normative modeling: reward learning and generalization

The model and its assumptions

One unanswered question arising from the previous section is, during sequential media selection, how do people know which option leads to the optimal outcome? Answering this question requires media users to learn and update the reward (Q) function to control the transition policy and reach an optimal outcome based on their previous media selection. How does this learning happen? This question has at least two possible answers, both of which normatively treat people as value optimizers. The first specifies how current reward estimates are updated based on instances where the same choice was previously selected. This is known as RL. The second approach, reward generalization, updates current reward estimates based on instances where a different choice was previously selected.

Q-learning is a well-known RL process (Watkins, 1989; Watkins & Dayan, 1992), which uses a temporal difference (TD) algorithm (Sutton & Barto, 2018) to update the reward (Q) function. This TD learning process has been well documented, empirically tested, and applied across a wide range of applications (Niv, 2009; Watkins & Dayan, 1992). In the sequential media-selection domain, the Q-learning process has been suggested as the media effect that governs subsequent media choices (Fisher & Hamilton, 2021). Importantly, this RL process helps people optimally control their subsequent choices and inevitably introduces a reinforcement mechanism for their sequential behaviors. Simply put, people tend to repeat high-reward choices and avoid low-reward choices, recognizing that reward may diminish with repeated selection of the same choice (Figure 3A). Media users may use this TD-based RL model to make sequential media choices, where the reward function (Qt) is independently updated after experiencing reward (Rt) for selecting a given option (Ct) and governed by the learning rate parameter (α; Equation 9).

\[ Q_{t+1}(C_t) = Q_t(C_t) + \alpha(R_t - Q_t(C_t)). \] (9)

However, options in sequential media selection often include novel content; that is, media options that have never been experienced before. In TD-learning, the reward value (Rt) of media options (Ct) can only be estimated if an option has been experienced before. Without satisfying this requirement, the TD-learning algorithm cannot estimate the reward function (Qt). Thus, a media user needs an alternate approach for estimating the reward of novel options.

One solution for solving this problem is to infer the reward of a novel option by generalizing from the reward of a known option (Figure 3B; Wu et al., 2018). A common method to deal with the reward estimation of novel options is to use a function approximator, instead of an exact matching of given options and previous choices (Tesauro, 1992). Thus, similar to the value function for static media decisions proposed in
Equation (1), it is possible to specify the reward function \( Q \) as the expected value \( E \) of a linear function (Equation 10; Mnih et al., 2013) of state features \( F_s \) and choice features \( F_c \).

\[
Q(C, S) = E\left( \sum \beta_s F_{C} + \beta_s F_{S} + \beta_{cs} F_{C} F_{S} \right).
\] (10)

In this model, \( \beta \) is the free linear coefficient for each parameter. This approximation function informs the reward function \( Q \) for the unknown media option based on the similarity of its features to a known media option’s features. The assumption is that similar media options yield similar rewards and dissimilar options yield dissimilar rewards.

Equation (10) specifies a linear approach for reward generalization, but nonlinear approaches are also possible (Equation 11). In fact, research demonstrates that people use a nonlinear Gaussian Process model to generalize the reward of a known option to a novel option (Schulz et al., 2019; Wu et al., 2018). Formally, the Gaussian Process \( \text{GP}(\cdot) \) model generalizes the reward of known options \( Q(C) \) to novel options \( Q(C^+) \), based on feature similarity between options \( k(C^+, C) \).

\[
Q(C^+) = \text{GP}[Q(C), k(C^+, C)].
\] (11)

The model as applied to sequential media selection

How might we use RL and reward generalization models to explain sequential media selection? Consider an individual making sequential decisions on which movie to watch. The RL model could be used to demonstrate the sequential selection of different movie genres (e.g., action, comedy, action, romantic, thriller) as shown in Figure 3A. After watching an action movie, the individual updates their estimate of the reward value of action movies as regulated by the TD-learning algorithm. If a high reward value is experienced after watching the action movie, the reward function for action movies will increase. If a low reward value is experienced, the reward function will update the estimate of action movies correspondingly. With this normative RL mechanism, an individual can gradually optimize their selection strategy by adjusting their sequential movie selection based on previous experiences. This hypothesis has not yet been empirically tested in sequential movie selection contexts. However, this hypothesis has received support in social media contexts such that an RL mechanism appears to govern the frequency of social media posting (Lindström et al., 2021).

Distinct from the RL model, which considers movies to be embedded in a discrete space (like genres), reward generalization assumes that options are embedded in a continuous high-dimension space. As a result, reward generalization is capable of explaining sequential media selection with higher granularity because reward estimates can be extended to unknown options based on the similarities between options. For instance, as shown in Figure 3B, assuming movies are embedded in a two-dimensional space (i.e., valence and arousal), after experiencing a specific movie choice (neutral valence and moderate arousal) with high reward, the reward generalization mechanism will update reward estimates of every possible option with the Gaussian process function, in a way such that similar movie options (with respect to valence and arousal) will increase to a higher extent, and dissimilar movie options will increase to a lower extent.

In practice, media options are likely embedded in a high-dimensional space that extends beyond arousal and valence. This would certainly be consistent with existing theorizing (e.g., information utility, hedonism, U&G). Reward generalization is sufficiently flexible to account for this high-dimensional space (Figure 3C). As a result, this normative model provides a mechanistic account for how people make sequential selections that integrates with existing theoretical explanations for why people select sequential media choices in a reward-optimizing way.

Normative modeling: exploration vs. exploitation

The model and its assumptions

Importantly, learning processes, including RL and reward generalization, are unable to fully resolve difficulties associated with estimating the reward of novel options. This is particularly true in new or uncertain contexts. Media content are constantly changing (e.g., new music albums, new moves, new streaming videos, or breaking news). Thus, the difficulty of state estimation and choice estimation grows as time goes by.

To ensure optimal media selection in a changing and uncertain world, media users need to frequently sample novel and uncertain media options. This sampling aids in learning and reduces uncertainty associated with novel media. Media users face a tradeoff between consuming known media and unknown media. More specifically, this tradeoff is between choosing currently known options with high reward through reinforcement or generalization (exploitation) and sampling unknown options with high uncertainty (exploration). This is known as the famous exploration vs. exploitation (EE) dilemma in Figure 4A (Daw et al., 2006; Sutton & Barto, 2018).

The basic idea of the EE dilemma is that, at any given moment, the optimal strategy for the highest reward is to exploit the most rewarding choice (exploitation); however, it is still necessary to regularly explore alternative options (exploration) in order to gain information about the environment (Cohen et al., 2007; Daw et al., 2006). Consider a simple example, choosing a song to listen to. A person might listen to their favorite song from their favorite artist (exploitation) or might listen to a new song from that artist’s latest album (exploration). Selecting the new song is associated with a level of uncertainty about the outcome (will the person like or dislike the new song). However, selecting the new song also helps the individual obtain knowledge about the new song and the artist. Both pieces of information are vital for guiding future selection.

There are two strategies for addressing the EE problem. The first strategy is random exploration, which requires the decision maker to make a random choice within the option space (Watkins, 1989). An example of random exploration is making choices based on a softmax function (similar to Equation 7) of expected rewards (Equation 12). Here, higher value options have a higher probability of being chosen. The parameter \( \beta \) determines the rate of exploration by controlling the spreading of the probability distribution of choices. Exploration is maximized when \( \beta \to 0 \), which results in a uniform distribution where all options have equal probability of being selected. By comparison, exploitation occurs as when \( \beta \to \infty \). This results in a deterministic distribution where only the highest reward option is selected.
Figure 4. The EE model (A) addresses the dilemma between choosing a well-known high reward media option or choosing a novel media option. For example, a rock music fan might choose to listen to classical music due to curiosity and exploration motivation. By comparison, foraging models (B) specify an individual’s need to balance between staying in the known song (exploitation) or a novel song (exploration). Their choice data would then be fit using the random and UCB models. The better fitting model would be selected as the one that best explains the exploration/exploitation strategy used (Vandekerckhove et al., 2015).

This approach could be extended to see if the UCB algorithm governs different types of media selection (e.g., do people show a similar bias toward novelty when selecting non-music media?). Questions related to genre preference formation and the influence of genre on selection (e.g., Liang & Willemsen, 2021) might be investigated using EE models. Moreover, people’s media task-switching and multitasking behaviors have also been found to be determined by the EE trade-off mechanism (Fisher & Hamilton, 2021; Wiradhany et al., 2021). In sum, the EE dilemma may prove quite generative for future sequential-media-selection research.

**Normative modeling: OFT**

**The model and its assumptions**

An alternative approach to solve the EE problem is proposed by OFT (Pyke, 1984). OFT describes a patchy environment. A patch represents a resource, with varying levels of reward, that can be repeatedly selected. The reward associated with selection within a given patch is called the foraging rate. In this environment, individuals must sequentially choose to exploit a current patch or explore a new patch (Figure 4B). The critical difference between OFT and EE is that OFT recognizes that continued exploitation is not without cost (e.g., the resource is consumed, the resource becomes less rewarding over time). At the same time, sampling a new patch is not without cost (e.g., energy, risk, uncertainty, time). OFT provides a solution for addressing this diminishing foraging rate vs. switching cost tradeoff. According to the marginal value theorem, an individual will switch to a new patch when the instantaneous foraging rate of staying in the same patch decreases to be equal to the average foraging rate of the entire environment (Pirolli & Card, 1995; Pyke, 1984).

The marginal value theorem, which mechanistically governs the decision to explore or exploit, can be operationally integrated into the UCB model (Equation 13) by adding two additional terms (Equation 14). The first, \( \text{GP}(N_1) \) where \( \text{GP}() \) denotes the Gaussian generalization process, punishes the repeatedly chosen options and \( N_1 \) denotes choice repetition. This term reflects the opportunity cost of staying within a given patch. This second term, \( d(C_t, C_{t-1}) \) measures the distance \( d \) between patches. This term punishes long-distance jumps between choices, thereby reflecting the switching cost.

\[
Q(C_t, S_t) = E(R_t | C_t, S_t) + \gamma v_c - \text{GP}(N_1) - d(C_t, C_{t-1}) \tag{14}
\]

**The model as applied to media selection**

OFT was originally developed to understand how animals forage for food, but it has been extended into other non-food foraging contexts. For instance, people’s information search behavior has been shown to resemble animal foraging behaviors. A common way to study the EE problem is with a two-armed bandit (TAR) task. TAR tasks have been used to study human information search behavior (e.g., Pyke, 1984). TAR tasks are often used to study information search behavior (e.g., Pyke, 1984). TAR tasks have been used to study human information search behavior (e.g., Pirolli & Card, 1995; Pyke, 1984).

The marginal value theorem, which mechanistically governs the decision to explore or exploit, can be operationally integrated into the UCB model (Equation 13) by adding two additional terms (Equation 14). The first, \( \text{GP}(N_1) \) where \( \text{GP}() \) denotes the Gaussian generalization process, punishes the repeatedly chosen options and \( N_1 \) denotes choice repetition. This term reflects the opportunity cost of staying within a given patch. This second term, \( d(C_t, C_{t-1}) \) measures the distance \( d \) between patches. This term punishes long-distance jumps between choices, thereby reflecting the switching cost.

\[
Q(C_t, S_t) = E(R_t | C_t, S_t) + \gamma v_c - \text{GP}(N_1) - d(C_t, C_{t-1}) \tag{14}
\]
patterns (Piorlli, 2007; Piorlli & Card, 1995). Information foraging theory (IFT), an extension of OFT, conceptualizes information as a resource that is distributed in a patchy way. And, just like OFT, IFT considers how people decide to stay in the current information patch or leave and explore new information patches. Within an information context, the forager’s decision to exploit a given information patch is governed by the diminishing reward associated with sequentially selecting a given resource (e.g., people become bored by repeatedly watching the same TV show). Similarly, leaving an information patch is associated with risk and switching costs (e.g., people might choose a low-value option in a distant patch, there is a high cognitive cost when switching to a highly dissimilar patch).

Media researchers have already started using OFT as a framework for investigating how people process media messages (Bailey et al., 2021a), and their decision-making post media exposure (Bailey et al., 2021b). Within sequential media-selection contexts, OFT has been shown to account for people’s computer mouse movement (Jaiswal et al., 2020), web-browsing browsing behavior (Goodwin et al., 2012), and web-search behavior (Liu et al., 2010; Piorlli & Card, 1995). A common theme seems to be emerging. When the individuals “stay” in a particular media patch for a long period of time, the reward value from that patch decreases to a point where the reward of staying is comparatively lower than the reward associated with “leaving” for alternative media patches. This mechanism offers an explanation for, and computational formalization of, several theoretical questions, including media boredom, shifting media preferences, and curiosity-driven information seeking.

Discussion

Explaining media selection is one of the oldest areas of inquiry for media scholars. Existing theories usually focus on audience and content characteristics and investigate static media selection in snapshot selection scenarios (Hartman, 2009). Nascent theorizing and empirical work has laid a foundation for understanding sequential selection (e.g., Shade et al., 2015; Wang, 2014; Wang et al., 2006, 2011). Research exploring this important question has not yet reached wide scale adoption. Therefore, and even though today’s media landscape increasingly features opportunities for sequential selection, our theory and research has failed to keep up. We know very little about how sequential dependencies govern media selection and largely lack theoretical and empirical frameworks for examining these dependencies. In this article, we articulate fundamental definitions of sequential media selection, showcase theoretical frameworks and computational formalizations for investigating this problem, and demonstrate how our approach can be used to test and extend existing media-selection theory.

Value-based decision-making as an integrative framework

Regardless of whether static or sequential, media selection can be analyzed as a type of value-based decision making (Rangel et al., 2008), where (1) individuals make media choices based on the valuation of given media options, (2) the value of each media option can be estimated using functions that account for audience and content characteristics, and (3) individuals select media in a way that aims to optimize reward by choosing high-value options and avoiding low-value options. In short, people are expected to probabilistically select the most rewarding media. This value-based decision-making framework is a parsimonious integrative theoretical framework that can coordinate existing empirical media-selection theory and research (e.g., mood management, information utility, intrinsic motivation, U&G) with the larger decision-making literature (e.g., Fisher & Hamilton, 2021). It also provides a rigorous methodology where researchers can formally quantify people’s media preferences, evaluate the fit of formal models that explain media selection, and scrutinize sequential media selection in different communication contexts.

This article focuses on content and audience characteristics as mechanistic drivers of value-based decision making. The beauty of specifying sequential media selection in terms of value-based decision making is that it helps integrate disparate literatures, including ones that have not been considered extensively in our article. As one example, we have ignored medium in our theoretical integration. Media richness theory (MRT; Daft & Lengel, 1986) offers potentially fruitful integrative potential. MRT considers how medium characteristics influence communication fidelity (e.g., equivocality, uncertainty) which ultimately governs medium selection. Research has examined how context characteristics and medium affordances influence medium selection and constrain MRT (e.g., Ahn et al., 2022; Davis and Chouinard, 2016; Evans et al., 2017; Fox & McEwan, 2017). With sufficient theoretical development, context characteristics and medium affordances could be cast in terms of value. For instance, the medium affordances of video-conferencing may result in lower equivocality and uncertainty relative to text messaging. But context characteristics also matter. A text message may be more appropriate in a noisy environmental context relative to a video-conference. In terms of value, it could be that value increases as equivocality and uncertainty decrease (medium affordances) and value decreases as environmental noise increases (context characteristics). If so, then it should be possible to integrate these two value estimates in a computational decision function to determine which medium an individual will select. Of course, additional theory building is necessary to integrate context characteristics, medium affordances, and a (as of yet unspecified) computational decision function. Fortunately, a rich empirical literature makes such an integration theoretically possible.

Sequential media selection as MDP

These sequential properties can be simply and descriptively theorized as conditional probabilistic dependencies among consecutive choices; formalized using a MC model. In a more complicated way, under the value-based decision-making framework, sequential media selection can be considered as a MDP, where (1) media choices depend on current value estimates for each media option, (2) the value of options depends on media options (content characteristics) and current mental state (audience characteristics), (3) mental state changes depending on previous media choices, and (4) an individual’s aim is to accumulate and optimize rewards from sequential media selection.

Learning and exploration

To optimize long-term rewards from media choices, people need to learn from previous experiences and update their
knowledge for high- or low-reward options. Thus, the temporal dependencies among sequentially selected media can be identified as a process that is constantly learning from previous choices in order to forecast the value of future choices and estimate novel options through reward generalization. In addition, people need to explore novel media options that are unfamiliar with to obtain knowledge of similar options, compared with making choices of exploiting well-known high-reward options. Finally, people need to make decisions between staying in the current media patch or leaving for distant patches as governed by a foraging mechanism. Thus, people’s sequential media choices will balance the benefit vs. cost of staying vs. leaving.

Explaining and predicting complex media behaviors

Computationally modeling communication is not new. Although less common in the discipline, computational models have been applied in a number of contexts (e.g., Chung et al., 2012; Chung & Fink, 2022; Fink, 1993; Huskey et al., 2020; Schramm, 1955), including people’s media selection (Wang et al., 2006, 2011, 2014). This is because there are several benefits that come when we use computational models (Guest & Martin, 2021; Smaldino, 2017; van Rooij & Baggio, 2021), especially when investigating domain-general media-selection phenomenon (Fisher & Hamilton, 2021; Gong et al., 2023), and particularly when we consider the time dimension in sequential media selection with complex sequential dependencies between granular media choices. First, the computational models (and their corresponding formal theoretical frameworks) introduced in this study help researchers tackle the complexity of the sequential media-selection process, thereby increasing our ability to explain and predict (Fisher & Hamilton, 2021; Guest & Martin, 2021; Huskey et al., 2020; Smaldino, 2017, 2020; van Rooij & Baggio, 2021). Second, this approach provides a bridge for linking theory and practice. Today’s state-of-the-art recommender systems use theory-blind predictive models to provide data-driven media recommendations (Zhang et al., 2020). Although data-driven predictive accuracy seems to be reach linking theory and practice. Today’s state-of-the-art recommender systems use theory-blind predictive models to provide data-driven media recommendations (Zhang et al., 2020).

Conclusion and suggestions

We propose an integrative theoretical framework, value-based decision-making, to investigate the sequential dependencies in media selection. Utilizing this framework, we proposed five mechanisms of increasing theoretical sophistication (MC, MDP, reward generalization, EE, foraging) to explain and predict future media selection based on previously selected media. Of course, the five mechanisms introduced here are surely incapable of fully describing the complete picture of the sequential media-selection processes and should be considered as a primer for initial empirical work. One open question is how well these selection mechanisms generalize to different media contexts. Researchers might naturally ask “which model should I start with?” The answer to this is contingent, at least in part, by the research question and the classic distinction between prediction and explanation (Yarkoni and Westfall, 2017). If data-driven prediction is the primary ambition, then descriptive models (MC and MDP) offer an excellent starting point. Alternatively, if explanation is the primary ambition, we suggest starting with a normative model (RL, EE, and OFT).

Given the domain generality of these models, our intuition is that each should fit rather well. However, we recognize that this is ultimately an empirical question. Generally, these empirical questions can be analytically tested through model building, model evaluation, model comparison with either lab-collected experimental behavioral data or naturalistic observational media choices data from media industries. As a theoretical piece, we do not provide empirical evidence or illustrations for the detailed methodology, but we redirect interested readers to existing methodological works (Daw, 2011; Farrell & Lewandowsky, 2018; Gong & Huskey, in press; Wilson & Collins, 2019) for detailed explanatory tutorials to develop future studies.

We hope that researchers keep two premises in mind when investigating sequential media selection: embrace stochasticity and eschew stationarity (see also Brinberg & Lydon-Staley, 2023). First, stochasticity is essential for understanding sequential media selection. Why? Media selection is a generative process whereby individuals produce observable media selections that are distributed probabilistically. Treating media selection as a static event ignores the stochastic nature of media selection, but makes statistical modeling via data aggregation (e.g., frequency count, mean) easier. However, these aggregation methods assume choice observations are independent, which violates the sequential dependencies specified in Equation (4). In order to understand the generative mechanisms of sequential media selection, researchers need to embrace the stochasticity and formalize choice behaviors with probabilistic models that specify how previous media selection influences the probability distributions of future selection.

Second, media selection is not a stationary process. People’s movie preferences may change over time. They might feel bored after listening to their favorite song on repeat. They may switch between exploring novel news sources and exploiting informative news sources. Thus, researchers must eschew stationarity and properly specify the dynamic mechanisms that govern sequential media selection. Our MDP example demonstrates that people’s mental states are non-stationary, contingent on previous media selection, and result in time-varying selection dynamics. Similarly, people’s
reward estimates of media options are non-stationary and change through RL or reward generalization processes. People’s decision strategies are non-stationary and switch between exploration and exploitation. Each of these theoretical specifications offers a unique way to explain the dynamic and non-stationary nature of sequential media choices. We hope that these recommendations jumpstart a new era of fruitful research investigating sequential media selection.
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Notes
1. We recognize that other mechanisms have been proposed and tested. Our ambition is not to exhaustively review all existing mechanisms, as this has already been done (e.g., Hartmann, 2009). Instead, we specify select mechanisms as a theoretical jumping-off point for our main ambition, the computational modeling of sequential media selection.
2. In this equation, the fifth term parameterizes MMT’s valence hypothesis (persons in aversive states will prefer hedonically positive stimuli) and the sixth term parameterizes MMT’s excitatory homeostasis hypothesis (persons in states of extreme over- or under stimulation will act to return to a baseline).
3. We note that the main goal of this article is to theoretically specify several domain-general mechanisms that govern sequential media selection. Given our focus on content and audience characteristics, we examine the temporal dependencies between previously selected and currently selected media.
4. Both the semantic and temporal dimensions exhibit a time-varying structure. Communication researchers have largely focused on semantic characteristics of media selection. Our efforts in this article focus on the semantic and temporal dimensions, which we understand as an additional theoretical contribution.
5. This center dot was intentionally selected to represent the dot product of scalar multiplication. Remember that scalars only quantify magnitude whereas vectors quantify both magnitude and direction.
6. Media channels also change, but less rapidly. Additional theorizing might focus on content distribution channels.
7. Remember that, as shown in Figure 3C, distance can be represented in semantic space.
8. We would like to thank an anonymous reviewer for encouraging us to consider the theoretical generality of value-based decision making and its relationships with other mechanisms of media and medium selection.
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